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Abstract
The field of speech synthesis has advanced to remarkable lev-
els of producing natural-sounding speech given sufficient high-
quality data. As a result, speech synthesis applications are in-
creasingly becoming ubiquitous for high resource languages.
However, support for low resource languages is limited by the
lack of data. This project aims to democratize text-to-speech
systems and datasets for African languages. Through a partici-
patory approach, we curate data from existing "found" sources
and record datasets using more affordable equipment. We build
Flite-based voices that can be easily deployed to mobile phones
and require less expensive compute to train so that the work can
be accessible. We release the speech data, code, and trained
voices for 16 African languages to help researchers and devel-
opers. In addition, through our website users can interact with
the synthesizers and provide feedback for iterative improve-
ment of the synthesizers. Finally, we show that we can develop
synthesizers that generate intelligible speech with 25 minutes
of created speech, even when recorded in suboptimal environ-
ments.
Index Terms: Speech Synthesis, Text-to-Speech, African Lan-
guages, Language Resources

1. Introduction
Text to Speech (TTS) technologies for low-resource languages
lag far behind as current TTS techniques mostly require high-
quality single-speaker recordings with text transcription for at
least 2 hours of speech [1, 2]. For many languages in developing
countries, the audio and text transcripts necessary to produce a
deployable TTS engine are difficult to obtain. Data collection
is not just a matter of finding and recording speakers but is in-
fluenced by literacy levels and the availability of recording de-
vices, which are influenced by the level of development in the
regions where the language is spoken. In contrast to high re-
source languages with lots of text and audio resources, this type
of high-quality speech synthesis data is both readily available
and relatively easy to create when it does not already exist.

In this paper, we focus on African languages, which tend
to lack high-quality speech synthesis data despite often having
a relatively large number of speakers, This state of resource
scarcity across the continent is not limited to speech synthe-
sis but extends across the entire field of language technolo-
gies [3, 4]. This is arguably because many languages are over-
looked due to greater economic incentives for other languages
and the lack of researchers and technologists from Africa in in-
dustry and academia [5]. We extend the work presented in [6]
to include more languages.

We describe the development of an initiative, African-
Voices, that attempts to change this status quo through a partic-
ipatory methodology to create and curate single speaker speech

synthesis datasets for African languages. The following princi-
ples guide us:
Accessibility: An important consideration when creating TTS
engines for low resource languages is the ease of access for
those who need it. To this end, we make all developed data
and trained speech synthesizers publicly available under easy-
to-use licenses. We also focus on underlying technology that
is easy to train and deploy in low-resource environments, such
as low-powered Android smart phones. To do so, we build on
top of the long-standing FestVox project [7] to build deployable
TTS engines. Our generated TTS models use the CMU Flite
[8] framework, using the random forest based statistical synthe-
sizer [9] for voices that are directly deployable on all Android
phones through the open Google TTS API. In addition, data cre-
ated during this process is also suitable for a wide range of cur-
rent and future corpus-based synthesis techniques, thus better
synthesizers may be created with this data in future iterations.
Quality: To maintain maximal quality, we curate high qual-
ity data for a few languages using low-cost methods. Impor-
tantly, to allow data creation to be a participatory process we
also encourage contributions from the community, providing a
comprehensive set of directions that also cover issues like data
collection and licensing.
Breadth: To cover many languages, we also include found
data from the web in the AfricanVoices dataset. Specifically,
we follow the CMU Wilderness project [10], which bootstraps
datasets from found data (any long form audio with related
text) using initial cross-lingual acoustic models to get the ini-
tial alignment, then in-language acoustic models to improve the
dataset.

We open-source AfricanVoices which includes a speech
synthesis corpora for 16 languages (including 3 that we
record) and accompanying ready to use speech synthe-
sizers on the AfricanVoices website available at https://
www.africanvoices.tech/. We release alignment code, and
number dictionaries which are accessible at https://github.com/
neulab/AfricanVoices.

2. Focus Languages
AfricanVoices strives for both breadth and depth in its eventual
goal of having high-quality voices for all African languages.
The languages covered in the current iteration of the dataset are
spoken in Southern, Western, Central and Eastern Africa. Fig-
ure 1 shows the current language coverage.

2.1. Created Data

We curated text and recorded high-quality speech data for 3 lan-
guages: Luo, Suba and Kenyan English.

Luo (luo) or Dholuo is a Nilo-Saharan language spoken by
about 4.2 million speakers in Kenya and Tanzania.

https://www.africanvoices.tech/
https://www.africanvoices.tech/
https://github.com/neulab/AfricanVoices
https://github.com/neulab/AfricanVoices


Figure 1: Our focus languages

Suba (sxb) is an endangered Bantu language spoken by the
Suba people of Kenya and Tanzania, who live on the shores
and islands of Lake Victoria. There are approximately 157,787
Kenyans who identify as ethnically Suba [11]; however, the
number of native Suba speakers is less than 10,000 [12].

Kenyan English (en-ke) is the primary language of the
government, media and schools and the official language along-
side Kiswahili. English was introduced in Kenya through colo-
nialism. Its vocabulary is similar to the British English while its
phonology has been heavily influenced by local languages [13].

2.2. Found Data

In addition, we used existing found data for each where avail-
able under a permissive license. These languges below all use a
modified version of Latin script.
Lingala (lin) is a Bantu language spoken by about 45 million
native and lingua franca speakers mainly in the Democratic Re-
public of the Congo and to a lesser degree in Angola, the Central
African Republic and Southern South Sudan [14].
Kikuyu (kik) is a highly agglutinative Bantu language spoken
in the central region of Kenya by about 8 million people as a
first language [11].
Yorùbá (yor) is a Niger-Congo language spoken by about 34
million speakers in Nigeria and other countries on the West
African coast [15].
Hausa (hau) is an Afro-Asiatic language of the West Chadic
branch with 60 million native speakers [16]. It is spoken in
Nigeria and Niger.
Ibibio (ibb) is a Benue–Congo language with about 10 million
speakers in Nigeria.
Wolof (wol) is a Niger-Congo language spoken by about 10
million speakers in total [14]. It is spoken in Senegal, Gambia
and Mauritania.
Luganda (lug) is a Bantu language spoken in Uganda by about
20 million speakers.
Fongbe (fon) is a Niger-Congo language spoken in Benin by
about 4.1 million speakers [17].
Afrikaans (afr) is a West-Germanic language spoken in South
Africa, Namibia, Botswana, Zambia and Zimbabwe with an es-
timated 15-23 million speakers.
Kiswahili (swa) is a Niger-Congo language with about 200 mil-
lion speakers [18]. It is a lingua franca in the Africa Great Lakes
region and an official language for the East African Community
states.
Sesotho (sot), Setswana (tsn), isiXhosa (xho) are southern
Bantu language spoken in with about 5.6, 8.2, 8.7 million na-
tive speakers respectively. Sesotho is spoken in Lesotho, South
Africa and Zimbabwe; Setswana is spoken in South Africa and
Botswana and IsiXhosa is spoken in South Africa and Zim-
babwe.

3. Dataset Creation
We encourage a participatory approach [4], enabling interested
parties to easily create voices for the languages they speak or are
interested in. We have created a comprehensive set of guide-
lines to allow even those without extensive experience to de-
velop data and voices and contribute them back to the dataset
if they wish. Below we briefly outline the processes and illus-
trate tricks, difficulties or pitfalls we encountered with our focus
languages.

3.1. Creating Speech Data

Developing Prompt Sets We collect text data in the target lan-
guages by scraping various websites. Most of the data was cre-
ated and published originally in our target languages. The text
data sources for Luo and Suba included website copy, folklore
and stories, research papers and theses, grammar and instruc-
tional books, and social media text. Most of Suba text data
was obtained from [19], a website part of a project to revitalize
the language. Luo was obtained from several sites, including
translated data from an English news corpus developed from
news articles by Kenyan media houses. It was easier to collect
data for Luo, where we obtained 13,879 raw utterances than for
Suba, where only 2,078 utterances were collected.

The lack of a standardized orthography for both languages
posed challenges, as there were several instances of alternate
spellings. Some Suba utterances also contained a mixture of
dialects. For the Luo prompt set, we used Festvox tools [7] to
select 1500 utterances that represent the phonetic and prosodic
contexts of the language from the entire text corpus. This selec-
tion was not possible for Suba as its textual dataset was small,
and thus we used the entire text corpus.

English prompt was obtained from CMU ARCTIC
databases which consist of around 1150 phonetically balanced
utterances [20].
Speaker selection When creating a corpus for TTS, a speaker
(voice talent) should be fluent, literate, trained and familiar with
voice recording [21]. Speaker selection was crucial for Suba as
few people are fluent and literate in Suba. We advertised the po-
sition on social media groups whose participants were learning
the Suba language. We received interest from participants who
sent sample writings and recordings, but we ended up assigning
the talent recommended by an authority on the language. The
voice talents were paid in cash and kind.
Recording Environment In many cases, it is not possible to ob-
tain studio quality data for resource-constrained languages. Luo
and English were recorded in a residential house using a smart-
phone and in-ear microphone. It was possible to obtain use of
recording facilities at a local radio station for Suba. While we
could have recorded in any other studio, it was essential to re-
locate the voice talent to Mfang’ano island, predominantly oc-
cupied by Subas, to use the local radio station facilities which
enabled us to receive feedback from the radio station on the
quality of recordings and text.
Speech Recording The voice talents recorded audio with the
selected prompts. Suba was recorded over one night session,
and Luo was recorded in 4-hour sessions over 8 days.
Quality Control Before recording, we removed utterances
with mixed dialects or changed to the selected dialect. After
recording, we modified the prompt-set to reflect the actual con-
tent of the speech. We power-normalized the recordings to min-
imize the variation resulting from recording in different sessions
and prosodic inconsistencies to ensure consistent volume.



Since most African languages exist in multi-lingual envi-
ronments, everyday speech contains many borrowed words and
constant code-switching. We faced the challenge of using a
word’s foreign or adapted pronunciation. For example, Luo
speakers would pronounce the English word ’fish’ as /fis/ in-
stead of /fIS/ because of the absence of /S/ in Dholuo phonology.
In this case, we let the speaker use the pronunciation that was
most natural to them.

3.2. Aligning Found Data

For many low-resourced languages, the Bible is a major source
of text and audio. In this project, we used the New Testament
from Bible.is 1 for Suba and Open.bible2 for the rest.

3.2.1. Text preparation

To preprocess the text, we added chapter introductions and sub-
titles present in the audio but missing in the script. We also nor-
malized numbers. To this end, we release number dictionaries
for all languages we focus on that can be used to normalize
numbers.

3.2.2. Speech preparation

Audio obtained from the Bible sources were saved as chapters
in mp3 format. To segment and align it to utterance level, we
followed the CMU Wilderness project’s [10] segmentation and
alignment process. Alignment for New Testament data, which
is ≈ 20 hours of speech, took a maximum of 5 days per lan-
guage on a 16-CPU machine. Table 1 shows the resulting utter-
ances.

Table 1: Data from found sources.
**Data is not released

Language source No. utterances hrs
Luo Open.Bible 11263 15.92
Lingala Open.Bible 12957 27.52
Kikuyu Open.Bible 10877 17.72
Yoruba Open.Bible 10978 18.04
Hausa-M CommonVoice 518 0.62
Hausa-F CommonVoice 1938 2.3
Luganda CommonVoice 2942 4.52
Ibibio LLSTI 125 0.32
Kiswahili LLSTI 426 0.53
Wolof ALFFA 1000 1.2
Fongbe ALFFA 542 0.33
Suba** Bible.is 11971 24.82
Afrikaans [21] 2927 3.30
Sestwana [21] 2378 3.51
Sesotho [21] 2096 3.22
IsiXhosa [21] 2420 3.11

3.3. Found Data Sources

In addition to Open.Bible and Bible.is data that we aligned, we
obtained data from the following sources in utterance format:
LLSTI: The Local Language Speech Technology Initiative
project developed TTS datasets for localization of speech tech-
nology. We obtained Ibibio [22] and Kiswahili [23] by con-
verting the publicly distributed lpc and res files to wav using
Festvox tools.

1https://www.faithcomesbyhearing.com/audio-bible-
resources/bible-is

2https://open.bible/resources/

Mozilla CommonVoice : We selected data from a single
speaker with the most utterances for Luganda and Hausa.
ALFFA: ALFFA project [24] developed TTS and ASR tech-
nologies and data for Kiswahili, Fongbe, Wolof and Amharic.
We selected a single speaker subset of the data for each lan-
guage.
[21]: This project built TTS datasets for for South African lan-
guages: Afrikaans, IsiXhosa, Sesotho and Setswana.

3.4. Corpus License

We limited our collection to sources that are distributable to al-
low for free redistribution of the AfricanVoices data and works.
The data from open.bible is distributed under CC by SA license
which allows for sharing and adaptation as long as they are at-
tributed, distributed under the same license and no additional
restrictions are put on the derivative works. We cannot redis-
tribute Suba data from Bible.is. We release all works under CC
by SA license or the original permitted license for found data.

4. Experiments
To evaluate the effectiveness of the above-mentioned creation
and curation processes, we perform experiments with Luo and
Suba seeking to answer the following questions:

• RQ1: Are the datasets sufficient to build a high quality
synthesizer in the targeted languages?

• RQ2: How much curated data is necessary?

• RQ3: How does curated data compare with found data?

To answer the questions above, for both created and found
data, we divided each into splits of 25 min, 50 min and 101
min (the largest amount of created data that we have which was
102 minutes for languages). As mentioned previously, to allow
for those with less experience in speech technology to expand
AfricanVoices to other languages, we built TTS systems using
Festvox tools [7] due to their relative accessibility as they do
not require expensive compute resources.

4.1. Results and Analysis

For objective evaluation, we used the mean Mel Cepstral Dis-
tortion (MCD) score [25].3 Table 2 shows the results of the
automatic evaluation.

Table 2: Objective evaluation using MCD (lower is better).

Lang Source 25 50 101

Luo Found 4.73 4.73 4.65
Created 6.49 6.45 6.37

Suba Found 4.67 4.40 4.37
Created 5.15 4.58 4.80

We also conducted human evaluation, to obtain subjective
scores. We advertised the call for evaluators on social media
platforms such as WhatsApp and Slack workspaces. To conduct
the listening tests, we used TestVox4, an open source web-based
framework for running subjective listening tests [26].
Preference test We did A/B test to compare the synthesizer cre-
ated using found data and created data. In this task, the evalu-
ators were asked to respond to Listen to the two audio clips

3Previous work reports that an improvement in MCD of 0.12 is sig-
nificant and recognisable to listeners [25].

4https://bitbucket.org/happyalu/testvox/wiki/Home



below, and select the one you prefer. by selecting either A, B, or
No difference. Tables 3 and 4 show the results for the A/B test.
Transcription test We asked the evaluators to transcribe syn-
thesized audio. The lack of a standardized orthography for both
languages was a major challenge for this task. The most com-
mon ‘errors’ made by evaluators were (i) whether to join an
agglutinated word or not eg kawuononi vs kawuono ni and (ii)
similar sounds especially the semi-vowel w and vowel u eg dwe
vs. due and (iii) whether to use a double vowel or not eg Mbeeri
vs Mberi. We found no significant difference in the results from
the different splits of the data. Luo and Suba had an average
CER of (5.85 found and 5.80 created) and (10.80 found and
13.78 created) respectively.

Our results answer the questions in section 4 as follows:

• RQ1: Both objective and subjective tests show that cre-
ated and found data are sufficient to build a synthesizer.

• RQ2: We found that at least 25 minutes of curated data
is needed. Recording less than 25 minutes might not be
worth the effort and cost of preparing recording.

• RQ3: The A/B tests show that curated data is compa-
rable to found data despite their recording conditions.
The evaluators consistently preferred output from cre-
ated Suba.

Table 3: Preference test results for Luo

Split Evaluator Found Created Same Best

25 min Evaluator1 10 10 0 FoundEvaluator2 11 8 1

50 min Evaluator1 11 9 0 FoundEvaluator2 13 5 2

101 min Evaluator1 7 13 0 CreatedEvaluator2 6 11 3

Table 4: Preference results for Suba

Split Evaluator Found Created Best

25 min Evaluator1 1 19 CreatedEvaluator2 10 10

50 min Evaluator1 0 20 CreatedEvaluator2 9 11

101 min Evaluator1 3 17 CreatedEvaluator2 0 20

It is important to note that not all languages, voices, prere-
cordings are equal. Some found data may be especially good (a
consistent speaker), and some found may not (e.g. the Bible.is
data has quiet background music). Some speakers from created
data may be better than others, so experiments may have to be
done for the particular target language.

5. Related Work
Creating a high-quality speech synthesizer demands high-
quality single-speaker corpus [27] unlike automatic speech
recognition (ASR), which requires a diverse multi-speaker cor-
pus to capture different accents, speaker characteristics, and
acoustic environments. The voice talent who record the speech
are usually highly trained, fluent, and have experience recording
speech. In low-resource settings, finding such speakers is hard
due to the low economic development levels. Furthermore, the
cost required to record in studios and extensively collect textual
data poses a significant challenge to building high-quality TTS

corpora for low-resource languages. This necessitates innova-
tive approaches for speaker selection, speech recording, and
post- processing of recorded audio.

When creating a multi-speaker speech corpora for 11 South
African languages, Niekerk et al. [21] recorded the audio in
low-cost environments like university campus buildings using
low-cost tools like laptops and cheaper microphones and ap-
plying audio processing techniques tools to control things like
background noise. Common Voice [28] is a platform to crowd-
source transcribed speech corpora including African languages.
While the platform and resultant corpora is useful for speech
technology research and development, most of the data is less
useful for speech synthesis as it is multi-speaker and recorded
in varied environments.

A majority of high quality speech corpora and consequently
speech synthesizers for African languages are commercial. The
available ones represent a small fraction of the 2000 languages,
with South African languages dominating because of govern-
ment support through SADiLaR 5. We found the following
speech synthesis resources for African languages:
Existing high-quality speech synthesis corpora Some of the
high quality include: NCHLT speech corpus [29], Lwazi II cor-
pus, Gamayun Coastal Swahili speech corpus6

“Found data” Data in this category include the ones available
online as part of other projects eg audiobooks, entertainment
and news, and data created/availed for ASR. Mozilla Common
Voice, Gamayun Congolese Swahili [30], Open.bible, Bible.is,
A Kiswahili Dataset for Development of Text-To-Speech Sys-
tem [31]
Publicly available speech synthesizers These are TTS systems
that are available for free. An example is LLSTI [32]
Commercial synthesizers Microsoft Text-to-Speech, Google
API, Ajala AI, Inclusive solutions.

6. Conclusion
In this paper, we describe creating a speech corpus from found
and created data sources for low-resource languages with a lim-
ited budget. We outline the challenges of creating a voice for an
endangered language and suggest ways to overcome them. We
find that ≈1 hour of speech is sufficient for creating an average
synthesizer, even when recorded in suboptimal conditions. We
build TTS for 16 languages and open-source models and speech
corpora.

AfricanVoices is an incremental project, and we invite con-
tributors to cover more African languages. Future work should
be done to increase the geographic diversity of the corpus, and
it will be desirable to focus on languages that are at most risk
of facing extinction. In addition, further work can be done to
develop web and mobile applications that can be used to record
voices by untrained voice talent, thus making the process more
accessible.
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